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Abstract: Future air traf®c management architectures propose to give aircraft more ¯ight path autonomy and turn the air traf®c controller into a manager of
exceptions. This article reports on one experiment in a series of studies that empirically explored the cognitive work underlying management by exception
in air traf®c control. Active practitioners (controllers, pilots, dispatchers) were prepared on the rules of the envisioned system and presented with a series of
future incidents, each of which they were required to jointly resolve. Management by exception turns out to trap human controllers in a double bind, where
intervening early seems appealing but is dif®cult to justify (airspace throughput) and carry out (controller workload problems). Late interventions are just as
dif®cult, since controllers will have to take over in the middle of a potentially challenging or deteriorating situation. Computerised decision support that
¯ags exceptions migrates the decision criterion into a device, creating a threshold crossing that is typically set either too early or too late. This article lays
out the intertwined trade-offs and dilemmas for the exception manager, and makes recommendations for cooperative human±machine architectures in
future air traf®c management.

Keywords: Air traf®c control; Cooperative architectures; Future incidents; Management by exception; Protocol analysis; Supervisory control

1. INTRODUCTION

1.1. Tra�c Pressures in Air Tra�c Control

Air traf®c control (ATC) organisations throughout the
world are facing the challenge to absorb ever greater
throughput pressures (National Research Council 1998).
One key to accommodating growing air traf®c is ¯exible
routings, where aircraft get to `pick their own course,
altitude and speed' (McClellan 1998). The basic idea of
¯exible routes is to disperse air traf®c and of¯oad so-called
`airways' that connect city pairs and other waypoints. With
electronic alert zones around their aircraft, pilots could
themselves have more responsibility for maintaining
separation with other air traf®c (Baiada 1995; Cotton
1995; Gibbs 1995). Developments in satellite navigation
(GPS), automatic dependent surveillance (ADS-B), digital
communication (datalink) and collision avoidance tech-
nologies on the ground and in the air are making ¯exible
routes ever more feasible (Dornheim 1995). Flexible routes
are known under different labels in different countries. In
the USA, the concept of `free ¯ight' gained momentum
from the mid-1990s onwards (RTCA 1995; Gibbs 1995)
and has now evolved in part into `Safe Flight 21' (Nordwall
1999). In Europe meanwhile, the harmonisation of

different ATC systems across nations has opened opportu-
nities for ¯exible routings as well (Cooper 1994; Van
Ghent 1994).

Different groups have begun to explore the human
factors implications of ¯exible air traf®c routings. For
example, Smith and colleagues reported on the develop-
ment of a measure of dynamic air traf®c density. ATC can
use this measure to gauge the need to intervene for reasons
of aircraft separation or other airspace management
activities (Smith et al 1998). Dynamic density is seen as
one of the key components of managing aircraft separation
in a more ¯exible ATC architecture (RTCA 1995).

1.2. Management by Exception in ATC

Another important premise of ¯exible routings ± and a
prerequisite for increasing airspace capacity ± is that
controllers step away from controlling every aircraft
individually and instead become traf®c managers, respon-
sible for resolving exceptional situations. `To permit unrest-
ricted ATC growth, we should ®rst determine how to
eliminate one-to-one coupling between a proactive sector
controller and every aircraft in ¯ight. The basic requirement
is to minimise human control involvement in routine
events, freeing controllers to concentrate on the key areas
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where human skills have most to offer: traf®c management,
system safety assurance, and dealing with the exceptional
occurrence' (Whicher, as cited by Cooper 1994). Indeed, the
idea of controllers as supervisors at a larger distance has
become entrenched as a stereotypical industry solution to
traf®c growth problems. An example from one aviation
magazine states: `Controllers ± renamed traf®c managers ±
would stand by to intervene to resolve con¯icts' (McClellan
1998). In future ATC architectures, aircraft should largely
be left to manage their own routings and separation.
Controller intervention will be necessary only when
potential manoeuvres might interfere with other aircraft,
when traf®c density precludes route ¯exibility, or when ¯ight
restrictions are considered necessary for safety (RTCA 1995;
Nordwall 1995). In other words, the exception manager will
have to resolve con¯icts when aircraft themselves are unable
to, and take over control when airspace gets too busy or
when other critical parameters are exceeded.

Technological and procedural innovations are often
introduced for their putative quanti®able bene®ts (e.g., less
workload, fewer human errors, higher precision ± see
Woods 1996) and future ATC architectures are no
exception. With ¯exible routes and pilot responsibility for
separation, there will be less workload for controllers in
terms of routine tasks (they will only manage exceptional
situations and ATC facilities might even be able to do with
fewer controllers), there will be larger traf®c throughput,
and higher accuracy in navigation (GPS) and ¯ight path
monitoring (ADS-B) (Cotton 1995; RTCA 1995; Baiada
1995; RMB 1996; Scardina et al 1996; Leslie 1996).

Quanti®able bene®ts are often offset by qualitative side
effects of the introduction of technological innovations.
Previous research has documented the profound changes
that occur in human roles and human work when humans
become more distant supervisors of their monitored process
(Hollnagel and Woods 1983; Hollnagel 1992; Stix 1991;
Hughes 1992; Sarter, Woods and Billings 1997). Indeed,
experiences from other application worlds suggest that
different patterns of function allocation have wide rever-
berations for the entire human±system ensemble and how
people co-ordinate activities (Hollnagel and Woods 1983;
Dekker and Wright 1997). Turning the human into a
higher-level supervisor often does not reduce human task
demands, but changes them in nature. The kind of workload
and its distribution over time may change too (Wiener and
Curry 1980; Stix 1991). In addition, some forms of human
error and vulnerability may disappear, only to open the
doors for new and unanticipated types of human±system
breakdowns (Wiener 1989; Woods et al 1994).

1.3. The Scienti®c Basis of Management by
Exception

The general idea of management by exception can be
traced back more than a century. Authors such as Towne

(1886) and Gilbreth (1916) in part discussed management
by exception as a supervisory strategy ± speci®cally because
it could counterbalance the contemporary `control-minded
management' (Bittel 1964). Trying to get managers away
from the details of every aspect of the work they supervised,
Taylor was explicit in recommending that in management
by exception.

The manager should receive only condensed, summarized, and
invariably comparative reports covering, however, all of the
elements entering into management, and even these summaries
should all be carefully gone over by an assistant before they reach
the manager, and have all of the exceptions to the past averages or
standards pointed out, both the especially good and the especially
bad exceptions, thus giving him in a few minutes a full view of the
progress which is being made, or the reverse, and leaving him free
to consider the broader lines of policy. (Taylor 1911, p. 86)

With increasing industrial automation and the fragmen-
tation of supervised tasks during the twentieth century,
advice of this kind was generally heeded. Management by
exception became reputed to be successful in monitoring
processes as wide-ranging as quality control, employee
morale and ®nancial ratios (Bittel 1964; Mackintosh 1978).

The idea of management by exception in human±
machine systems was born out of the supervisory control
paradigm in the mid-1970s (Edwards and Lees 1974;
Sheridan 1976; Umbers 1979). The essential features of
management by exception remained: a greater supervisory
distance that was enabled by the interposition of other
agents, that is, automated subsystems, and receipt of
partially processed or summarised data about the monitored
system. In the slightly later words of Wiener (1988, p. 456):
`The exception principle states that as long as things are
going well or according to plan, leave the managers alone.
Don't clutter their world with reports, warnings, and
messages of normal conditions.' Taylor's idea of an assistant
going over all the data before they would reach the
exception manager conveniently translated into computer
support given the technologically now available (the
Human Interactive System, or HIS, in supervisory control
language. Sheridan 1976). Once again, Wiener: `lower-
level managers or computers ¯ag exceptions, which are
routed to the manager' (Wiener 1988, p. 456). The goal
was to simplify the supervisor's cognitive work in situation
assessment and monitoring (Wiener, 1988) ± themes that
hark back to the roots of management by exception as a
`simpli®cation and systemization' of the managerial job
(Bittel 1964). The idea that an exception manager would
intervene in the supervised process only when the reports
reaching him or her demanded so, has remained in modern
treatments as well.

There are a number of ways in which intervention in an
ongoing process can take place in management by
exception. To describe the intervention options, super-
visory control theorists adopted a continuum of increasing
human involvement with the details of the process

To Intervene or not to Intervene 87



(Sheridan 1992; Stein 1992). In other words, the human
operator can intervene deeply and take much control away
from subordinates, or intervene less deeply and leave
subordinates relatively free in their control of the
monitored process. Thus, a series of levels of supervisory
control is created, whereby human and subordinate control
over the process becomes symmetrically apportioned as
viewed from top to bottom (Fig. 1).

The list of levels indicates the varying degrees of
possible supervisor involvement and alludes to the nature of
the human task at each of the levels. What is problematic is
that neither the list nor much of the accompanying
supervisory control literature represents the cognitive
work that might be involved in deciding how and when
to intervene or how to switch from level to level
(instructive here is the work on adaptive automation,
which is in a sense the mirror image of management by
exception: here too de®ning the basis for switching levels of
automation support to the human remains dif®cult ± see,
for example, Parasuraman et al 1992). The list of
supervisory control levels leaves unspeci®ed how the
human should decide when and whether to intervene or
when to back off. Note that in management by exception
the answer to the question about when and how to

intervene depends upon the answer to another question:
What is an exception?

According to Sheridan (1987, p. 1249), human
monitoring and intervention involve activities such as
observing displays, looking for signals of abnormal beha-
viour, making minor adjustments of system parameters
when necessary, and deciding when continuation of
automatic control would cease to be satisfactory. These
activities are all relevant of course, but their description
remains vague. What is `satisfactory', for example? The
typical description of supervisory work assumes that the
kinds of deviations supervisors look for in their observations
of the process and of the activities of his or her subordinate
agents are known; that evidence on developing anomalies
is unambiguous; and that the level to which intervention is
necessary is clear cut. However, none of these are likely to
be true at least in more dif®cult situations. Furthermore,
conventional descriptions of management by exception
have implied that the supervisor passively waits for reports
of dif®culties to ¯ow to them. Yet results in supervisory
control and cooperative work have shown the opposite: the
effective supervisor actively searches out information and
assesses the state of the process and the state of how other
agents are managing the process (Patterson et al. 1998).
Harking back to a metaphor derived from earlier genera-
tions of technology ± one can refer to this ®nding as the
``directed telescope'' role of supervisory function (van
Creveld 1985 p. 75; 255±257).

Differing interpretations of the role of the supervisor
hinge on one's view of what counts as an exception. Is it
any anomaly in the process itself predicting a loss of
separation in ATC)? Or does an exception that warrants
possible intervention by the supervisor occur only when a
potential loss of separation situation is not being handled
well by the other agents involved (the ¯ight crews of the
various aircraft)? The supervisory control literature has
blurred the difference between a disturbance in the process,
which we would call an anomaly, and a concern about how
the situation is being handled by other agents, for which we
would reserve the label ± an exception. A clear distinction
between these two senses is essential. An anomaly is
behaviour of the underlying process being monitored and
controlled that deviates from standard or from expectations
(Woods 1994), while an exception is a judgment about how
well others are handling or are going handle an evolving
situation. Thus, we would use exception to refer to a
relationship between developing events in the process and
the ongoing and future activities of other agents. Are the
agents to whom authority has been delegated currently
handling the situation well; are they at risk of being unable
to handle the situation in the future; is there some reason to
anticipate that they may be unable to handle the situation
as it develops further? Furthermore, what is enough

Levels of Supervisory Control

The subordinate:

1. offers no assistance: human supervisor must do it all;

2. offers a complete set of action alternatives,
and

3. narrows the selection down to a few, or

4. suggests one, or

5. executes that suggestion if the supervisor
approves, or

6. allows the supervisor a restricted time to
veto before automatic execution, or

7. executes automatically, then necessarily
informs the supervisor, or

8. informs him after execution only if he asks, or

9. informs him after execution if the subordinate
decides to

10. decides everything and acts autonomously,
ignoring the supervisor.

Fig. 1. A list of levels of supervisory control (after Sheridan, 1976, 1992).
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evidence that an exception is occurring or will occur on
which to base a weaker or stronger intervention?

Developers and researchers have tried to avoid con-
sidering the complications of judging/anticipating excep-
tions, as de®ned above, by reducing supervisory
interventions to ®xed rules about how to respond to
speci®c situations. Pre-de®ned situations (often via thresh-
old crossings on process parameters that can be measured)
become the triggers for supervisory intervention and are
compiled in procedures and policies for the supervisory
controller (Wiener 1988). For future ATC architecture,
developers are determining a set of pre-de®ned situations
calling for supervisory intervention by considering poten-
tially dangerous aircraft manoeuvres (measured in separa-
tion miles), traf®c density (a complicated hypothetical
measure mixing traf®c numbers and ¯ow patterns), or other
conditions that compromise safety (a vague, underspeci®ed
directive) (RTCA 1995). Computers will play a major role
in detecting/predicting areas of developing trouble, for
example predicting separation con¯icts or (as they do
today) forecasting areas with saturating traf®c densities.
However, taking into account how well the activities of
other agents will resolve the trouble is much more dif®cult.

Many other aspects of such a control architecture
remain to be explored (see Smith et al. 1998). It is,
however, not hard to imagine that circumstances may arise
where evidence on developing anomalies is too uncertain
and ambiguous for pre-engineered algorithms to ¯ag
everything for the human manager. The nature of how
problems develop and escalate (Woods and Patterson, in
press), the repeated disappointing history of automating
diagnosis (Woods 1994), and the nature of collaborative
interactions (Patterson et al. 1998) all indicate that
recognizing exceptions in how others are handling a
developing situation is quite complicated. For example,
triggers based on threshold crossings (as in `dynamic density
is now so much, now you are in control, traf®c manager')
may fail to capture the more subtle cases that trigger
congestion problems, or foreclose the possibility of a
bumpless transfer of authority from one agent to another.
In many cases, air traf®c managers themselves will have to
trace the development of situations where others are having
dif®culty coping with active or potential disturbances.

Most theories on supervisory control acknowledge that
the supervisor's decision to intervene can be expressed as a
trade-off between gathering more evidence and intervening
in time (Edwards and Lees 1974; Sheridan 1987; Sanderson
1989; Kerstholt et al 1996). The more evidence collected
that an anomaly is developing and not being handled well,
the more accurate the manager's assessment. However,
waiting longer may allow the situation to worsen and make
intervention more dif®cult, or even impossible.

That this can be a tricky trade-off was shown by the
introduction of automated process control in steel manu-

facturing. The 1976 Hoogovens report details how super-
visors of newly commissioned process control systems in
steel plants had little ability to see the autonomous process
in action, and the complexity of process activities obscured
sources of problems and malfunctions. To supervisors it was
often unclear what kind of intervention should take place,
and when or whether they should intervene at all. Unsure
of how their manual intervention would interfere with
automatic anomaly compensation, supervisors frequently
left anomalies to escalate (European Coal and Steel
Community 1976).

Establishing the need for intervention and identifying
the best ways to intervene in a (partially) autonomous
process is dif®cult ± not only theoretically but also
practically (Moray et al 1994). For management by
exception (in air traf®c control, but in other applications
as well), we still need to explore the following intertwined
questions:

. What evidence must the operator gather to establish the
need for intervention? Can computers ¯ag exceptions or
situations that may correlate with exceptions?

. Is early intervention dif®cult (because not enough
evidence may be available to justify taking back
authority that had been delegated)? Is late intervention
dif®cult (because trouble has escalated and time has run
out)?

. Is the decision of how to intervene in any way dependent
on when the operator decided to intervene?

2. METHOD

In the context of a larger NASA funded project to study
future air traf®c control architectures (see Smith et al 1997)
we set out to investigate the kinds of cognitive work an air
traf®c controller would have to do as manager of
exceptions. As discussed, the nature of the controller's
cognitive tasks and challenges was hard to predict in detail
on the basis of existing literature on management by
exception and supervisory control. A series of empirical
studies was conducted over a period of more than a year,
using active air traf®c controllers, airline pilots and ¯ight
dispatchers in simulated `future incidents'. Each probed
different aspects of the cognitive work of (and coordination
between) various practitioners in the future ATC archi-
tecture in order to characterise management by exception
and eventually develop models that may capture its
underlying psychological mechanisms.

2.1. Investigating Envisioned Worlds

The challenge in generating results about cognitive work in
future air traf®c control is that such future architectures
exist nowhere in the world. The envisioned world represents
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a radical departure from existing practice ± rendering
conclusions on the basis of today's world inapplicable and
generally making it attractive to wait for further develop-
ments, requirements speci®cation and hardware in order to
generate valid results about operator problem solving in the
future system. But waiting for a more developed world is
predicated on the desire to generate valid results. But an
equally strong imperative is to learn about what would be
useful early, in order to in¯uence the development process.
We decided not to wait for more future ATC speci®cations,
as experience in almost all domains of human±machine
interaction has taught that leverage for change decreases as
time goes on. This need for early results when new systems
are not fully speci®ed shifts the dominant source of validity
in research on envisioned worlds as compared to more
developed or existing operational environments. In the
latter, face validity of a simulation tool or experimental set-
up is often thought to provide much of the requisite
mapping between test situation and target world. In
contrast, in research on envisioned worlds, validity (one
could say ecological validity) derives from (1) the extent to
which problems-to-be-solved in the test situation represent
the vulnerabilities and challenges that exist in the target
world, and (2) the extent to which real problem-solving
expertise is brought to bear by the study participants (see
Orasanu and Connolly 1993; Klein 1993; Woods 1993).
Our studies rated high on these latter dimensions by (1)
creating future incidents, and (2) involving real practi-
tioners who had been prepared for their future roles. In other
words, these studies investigated real practitioners caught up
in solving real domain problems.

To get empirical data, a test situation had to be created
that mapped onto critical aspects of the future target world.
The target world we aimed our studies towards is a large set
of future rules and procedures and proposed technologies
that together make up the `free ¯ight' proposal (RTCA
1995). Other target situations on ¯exible routes share
crucial characteristics with the free ¯ight proposal (notably
more separation responsibility on the part of pilots and a
larger supervisory distance for controllers), so the results
from these studies are relevant to many future air traf®c
control architectures in development today.

2.2. Future Incidents

The studies were built around `future incidents' (Smith et
al. 1997; 1998). The future incident method is based on
developing a failure or near miss that could happen given
one view of how the envisioned world might work. These
incident-contained critical events that could happen in air
traf®c control systems of any vintage, because of their
technology- or time-independent nature. For example, we
introduced communication system failures, clear air
turbulence, frontal thunderstorms, a cabin depressurisation

and a priority air-to-air refuelling request into the future
world to probe the problem-solving activities of its
exception managers. This method was used to explore
ways in which a future architecture could break down. We
elected to turn to vulnerabilities that a future world could
be exposed to as experimental probes, and investigated the
cognitive demands on supervision and coordination that
would have to be met in order to handle and contain them.
Indeed, exception managers are justi®ed in their role and
existence in the system precisely because of their presumed
ability to deal with unexpected permutations of problem
factors and circumstances. We identi®ed and speci®ed
sources of vulnerability in close collaboration with many
different domain experts (air traf®c controllers, pilots,
airline safety of®cers, dispatchers) from different areas and
countries. These practitioners did not participate in
subsequent studies.

For the studies reported in this paper, we invited four
active air traf®c controllers (mean age 34, mean profes-
sional experience 13.75 years), a ¯ight dispatcher (34 years;
10 years' experience) and a pilot (57 years, 32 years'
experience) to participate, representing the different user
perspectives of the future system. The participants were
invited to come to the laboratory over several days, where a
representation of their future problem-solving environment
had been built (also on the basis of proposed RTCA 1995
rules). This consisted of airspace maps (where ¯exible route
airspace had been drawn in to represent possible future
airspace layouts) and static representations of future radar
displays (including aircraft symbols). In advance of the
study, all participants were prepared for the procedures of
the future (also according to RTCA 1995), using the kinds
of materials that would normally constitute their procedur-
al and policy guidance (for example, in this case, faked
pages out of `future' air traf®c control handbooks and
aviation Advisory Circulars).

The four controllers and other practitioners were all
gathered in front of one future radar representation, which
portrayed the starting situation of the future incident. The
initial conditions were given and explained to the
participants, much in the same way as in a regular hand-
over from one controller (going off duty) to another
(coming on duty). Then the anomaly was introduced (e.g.,
a comm failure), from which point on the participants were
asked to solve the problem together using the rules of the
future. Thus, participants themselves became the engine of
action. We decided not to have our radar representation
mimic the event-driven and time-limited nature of their
operating environment at this stage. The emphasis in this
research was exploratory, so it was more important to have
practitioners consider as many potential problem permuta-
tions, circumstantial developments and solution paths as
possible, without a hard time limit. Participants could mark
up the radar representation to suggest proposed aircraft
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movements. This generated a heavily annotated series of
radar representations (or snapshots of the various stages in
the problem as driven by the participants) which we used in
our subsequent analysis. Participants were also encouraged
to voice their proposals to the other participants for
consideration, which generated protocols based on verbal
and motor behaviour that occurred as part of the
participants' natural task behaviour. The entire sessions
were videotaped and later transcribed, creating a verbal and
visual process trace that not only documented the various
ways in which the incident could have unfolded, but also
captured the cues, tools and rules (which document was
grabbed and referred to, for example) necessary to address
the situation in the envisioned architecture.

2.3. Highlighting One Study: A Communications
Failure in Future ATC

Although our studies on future ATC problem solving
expose different aspects of the future problem-solving world
(see Dekker 1996), we have chosen to highlight one study
in this article because it most fully brings out the diversity
of cognitive challenges associated with management by
exception (i.e., how to gather evidence on a developing
situation; how to intervene). The future incident in this
case involved two crossing streams of traf®c, with one
aircraft suddenly squawking 7600 on the mode A of its
transponder. This signi®ed a communications failure of that
aircraft, as well as possible problems with its altitude
encoding equipment and collision avoidance technology
(Fig. 2). Uncertainty about the non-comm aircraft's
intentions was increased by making the aircraft report

initiating a climb to a higher ¯ight level just before the
altitude-reporting and radio equipment failures occurred.
Also, the ¯ight plan given to participants showed that the
aircraft was headed for its home base, which rendered
others unsure whether it would press on (attracted by its
own maintenance facilities at base) or choose to land at the
nearest suitable airport instead.

3. RESULTS

3.1. Overview

After Hollnagel et al (1981), we elected to describe
observed performance at multiple levels of analysis (see also
Ericsson and Simon 1993). The context-dependent, con-
cept-independent level of analysis captures central portions
of the raw verbal and visual data trace. This is used to step
up to subsequent levels of more concept-dependent
description of the underlying phenomena. Jumping ahead
to give a broad idea of what will be encountered in this
section: the participants' performance matches basic results
from previous supervisory control work. In this future
incident (as in all of the studies), they searched for
evidence on how the situation could develop over time
based in part on how other agents would respond to aspects
of their environment, in effect asking themselves, `Is this a
situation that I need to get involved in?' They also
reviewed ways in which they could intervene to stop the
situation from deteriorating. This is where the results begin
to add to current descriptions of cognitive work supervisory
control: these two questions are fundamentally interdepen-
dent. Deciding whether to intervene over time is deeply

Fig. 2. Simple graphic of future incident situation.
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intertwined with the question of what intervention is
possible.

3.2. Is this an Exception?

With respect to the non-comm aircraft, participants ®rst
asked among themselves what evidence they could gather
on the development of this situation. `What is the non-
comm aircraft's last reported altitude ± 330?', asked one.
Looking at the rules for ¯exible routes, another commen-
ted, `Well, that doesn't count', while another added, `For all
you know he could be at 370.' Since its altitude could not
be established, participants reviewed the ¯ight routes the
non-comm aircraft could possibly take. `He'll go to the
nearest suitable airport', asserted one controller. `No',
countered another, `he's going to the approach ®x and
hold till his estimated time of arrival'. This the participat-
ing pilot did not believe: `This airline would go to home
base? Most guys wouldn't do that.' It was interesting to note
that even though procedural guidance exists today about
what aircraft can be expected to do in case of communica-
tions failure, there is only loose coupling between
procedure and practice. The procedure indicates what an
aircraft or other kind of participant might do, not
necessarily what it will do (Woods et al 1994). In future
ATC architectures where movements of other aircraft in
the area may not be directly governed by the controller,
such uncertainty creates an even more challenging
situation. Searching the rest of the system for clues about
the non-comm aircraft's intentions, one controller sug-
gested calling the airline's ¯ight dispatch and ®nding out
from them, because `There is going to be more down-
linking. If dispatch monitor power settings [e.g., for
purposes of maintenance monitoring], they could tell us if
it's climbing or descending', which prompted a variety of
reactions such as `You're talking a lot of coordination now.'

Indeed, future ATC architectures that put more ¯ight
path autonomy in the air could enhance the fragmentation
of knowledge. With partial representations about an
aircraft's whereabouts distributed across system participants,
one can imagine future incidents where all the knowledge to
resolve the problem was available somewhere in the system,
but none of the participants was able to put it together in
time. Increasing reliance on the distribution and sharing of
knowledge means that coordination problems can smoothly
translate into system failure (Billings and Cheaney 1981).
This shifts the dominant source of vulnerability as compared
to more centrally governed architectures which characterise
the air traf®c control role today (Nolan 1994; Serfaty et al
1994; Pawlak et al 1996).

3.3. How to Intervene?

So, should controllers (traf®c managers) intervene in this
developing situation? One controller suggested a ®rm and

deep intervention, targetting the wave of incoming rush
hour traf®c. These aircraft were not under positive control
(yet). `All incoming aircraft should immediately be put
under positive control with ®ve-mile separation.' This
suggestion met with immediate protest from other partici-
pants. `You can't do that', said one. `You mean, I'm sitting
here and all of a sudden I'm in control over all those
aircraft?', asked another. `It would be a mad scramble.'
Alluding to concerns over airspace utilisation and
throughput, one controller added, `Five miles separation
might be twice what you need.'

The alternative is a less deep intervention, leaving
more autonomy in the air, and then `I want everybody to
tell me before they do something.' In other words, the
proposal is (and indeed is according to RTCA 1995) that
every aircraft should state its intentions before executing
their manoeuvres. But this too was judged to lead to data
overload in circumstances such as these. Said one
controller, `Personally, when I'm busy and I'm working
over here, and I've got everybody and their brother
downlinking or yelling on my thing, `I'm climbing, I'm
turning, I'm doing this, I'm doing that' ± I couldn't care
less! Mind yourself , I'm taking care of an imminent
situation here.'

Becoming less and less deeply involved in the details of
the airspace process, controllers now switched to taking
only the front-runners of the incoming rush hour wave
under positive control, after having been able to establish
clearly who might by under greatest threat. Even this was
considered dif®cult: `How do you know what the others
[coming up from behind] will do?', asked one controller.
Mixing levels of control in a limited piece of airspace was
determined to be problematic. `By taking only a few under
positive control, you can actually make it worse', said one,
while another controller added, `You can end up putting
them together.'

Pulling themselves out of the deep intervention even
further, one controller suggested, `I would issue an advisory
[to the incoming traf®c]: `there is a nordo [no radio] airplane
out there, last reported 330 . . .'. But this suggestion was
referred back to earlier discussions about the non-comm
aircraft's unknown intentions: `You don't know what it's
going to do . . .', which would make a meaningful advisory
rather dif®cult. Apparently out of options, one controller
concluded, `Since we don't have all the parameters, do we
have to do anything?' Effectively detaching themselves from
the problem, another controller offered, `Incoming traf®c
would have a better view of the non-comm aircraft on their
collision avoidance display then we.'

3.4. Three Trade-O�s

It turned out that controllers faced three interrelated
judgements in their decision to intervene: (1) deciding
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when to intervene; (2) determining how many aircraft
should be taken under tighter control (how broadly to
intervene, in other words); and (3) how much authority
should be taken away from those aircraft (how deeply to
intervene in the monitored process). In attempts to deal
with the non-comm aircraft, controllers negotiated a
variety of paths through these three trade-offs. Remarkably,
they reached consensus on none. Instead they encountered
a number of dilemmas and ®nally arrived at an option
where they effectively excluded themselves from any
control over the situation.

4. DISCUSSION

Other studies in our series where different kinds of domain
problems were introduced into the ¯ow of events (clear air
turbulence, thunderstorms, aircraft cabin depressurisations
± see Dekker 1996) con®rmed the interdependence of the
three trade-offs. Early intervention would of necessity
have to be broad, because it was often unclear which
airspace users would be involved in the situation or
affected by its implications. But by being broad, early
intervention was often impossible or at least dif®cult ± it
could create throughput problems, elicit potential resis-
tance from pilots unaware of the larger picture, and could
lead to controller overload. The alternative would be to
wait for more evidence on who would be affected and
how. But postponing intervention meant that the
situation could deteriorate and leave controllers no
other option than intervening deeply. Of necessity these
interventions would have to be narrow (involve only a
few aircraft) because of the limited time available to get
the detailed instructions through to affected aircraft. But
the mixed levels of control that would remain in one
piece of airspace were generally judged to be undesirable.

Amplifying the Hoogovens experience, this study
reveals how the interdependence between when to
intervene and how to intervene creates a profound dilemma
for exception managers. There turn out to be various
pressures not to intervene early in ATC, for reasons that
include controller taskload, downstream repercussions on
system throughput, pilot and airline reluctance to give up
delegated authority unless `necessary', and even ¯ight
safety. But the decision not to intervene early is not
without consequences. Results from this study form one
more testimony to ®ndings on dynamic, sequential decision
making in which earlier decisions constrain or can even
pre-ordain later ones, stringing them together into a thread
of sometimes hard-to-forecast interdependence (Brehmer
1991). By the time enough evidence is gathered on whether
a situation really warrants intervention, controllers hardly
have an option left to usefully intervene or to contribute
meaningfully to a resolution of the unfolding incident.
Thus, not only are there various pressures against

intervening late (as well as early); among them ¯ight
safety considerations (e.g., the issue of mixed-level control)
complexities in changing levels of authority across agents
in a dynamic situation and controller task load under
increasing time pressure. The more profound issue turns out
to be whether a controller can meaningfully step in and do
something by the time he or she has actually ®gured out
what is going on. Some might argue that these dif®culties
are attributable to a learning curve, that initial exposure to
a new set of rules and techniques would naturally lead to
performance degradation but that such performance will
improve over time. This may turn out to be true in a
marginal sense. But management by exception traps human
controllers in a central dilemma that cannot be erased by
training or experience: intervening early provides only thin
ground for justifying restrictions (and compromises larger
air traf®c system goals). But intervening late leaves little
time for actually resolving the problem, which by then will
be well under way (thereby compromising larger air traf®c
system goals). In summary, intervening early would be
dif®cult, and intervening late would be dif®cult, although
for different reasons. Based on this research, management
by exception puts the future controller in a fundamental
double bind.

4.1. Computerised Decision Support in
Management by Exception

Automating a variety of detection and alerting tasks (such
as con¯ict detection, airspace density calculations and
predictions) and providing a controller with computer-
generated resolution suggestions does little to alleviate the
fundamental dilemma of whether and how to intervene.
Asking a machine to do the con¯ict detection migrates the
intervention criterion into a machine, in effect creating a
threshold crossing alarm. The typical problem with thresh-
old crossing alarms is that they are set either too early or
too late (Woods and Sarter in press). When the controller
takes over in case of a high threshold, the human
intervention may land in the middle of a deteriorating or
challenging situation. On the other hand, with low
thresholds the alert may come too early to be meaningful:
the automation ¯ags con¯icts without bene®ting from the
controller's contextual experience, information and knowl-
edge. Such computerisation produces a human±machine
system that effectively operates in one of two modes: fully
automated (before threshold crossing) or fully manual
(after). Controllers might be able to say what is wrong with
the machine's decision, but remain powerless to in¯uence it
in any way other than through manual take-over. Research
on collaboration has shown that architectures where either
one agent does the whole task or the other agent does the
whole task are not cooperative. Cooperation occurs only
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when the agents interact in the process of handling the
situation.

4.2. Toward a Cooperative Architecture

How do we make progress toward a more cooperative
human±machine architecture in future ATC architectures?
Drawing on experiences in other domains as well as air
traf®c control (Woods and Roth 1988; Woods 1994; Layton
et al 1994; Billings 1996), the active partner in a well-
coordinated human±machine team (which in management
by exception would often be the machine) would not sound
threshold-crossing alarms to signal the end of its problem-
solving capability. It would instead continuously comment
on the dif®culty or increasing effort needed to keep
relevant parameters on target. The (human) supervisor
could ask about the nature of the dif®culty, investigate the
problem and perhaps ®nally intervene to achieve overall
safety goals (Sarter, Woods and Billings 1997; Woods and
Sarter, in press). These types of cooperative interaction also
specify the kinds of feedback that decision support in ATC
(such as con¯ict detection and resolution advisory tech-
nologies) would require. For example, the machine partner
would have to show when (and why) it is having increasing
trouble handling a situation. Displays must be future-
oriented to highlight signi®cant sequences that reveal what
could happen next and where (Woods and Sarter, in press).
This is consistent with other ®ndings of supervisory control
demands in dynamic domains: the more a supervisor is
distanced from the details of his or her monitored process,
the more his or her judgements, assessments and decisions
will have to be about the future (see Brehmer 1991).
Displays should also be pattern-based, enabling controllers
to scan at a glance and quickly pick up expected or
abnormal conditions relative to airspace loadings or
con¯ict areas (see Klein 1993).

In order to build such a cooperative architecture (and
inspired by earlier supervisory control work), we should
start with determining what levels and modes of interaction
will be meaningful to controllers in which situations. In
some cases, controllers may want to take very detailed
control of some portion of a problem, specifying exactly
what decisions are made and in what sequence, while in
others the controllers may want to make very general, high-
level corrections to the course of events. We have begun to
explore some of these levels with our studies. In one
situation, controllers suggested that telling aircraft in
general where not to go was an easier (and suf®cient)
intervention than telling each individual aircraft where to
go. These ideas also begin to specify future system
requirements (for instance, the ability to communicate to
aircraft the unavailability of a piece of airspace because of a
particular problem in it). We believe that integrating all
these possibilities of intervention within the future ATC

system is not easy: it will require careful iterative analysis of
the interactions between controller goals, situational
factors and the nature of computer support (see Woods
and Sarter in press).

5. CONCLUSION

5.1. To Intervene or not to Intervene

What seemed like an easy assignment of activities to future
air traf®c managers (`wait for enough evidence and then
decide how to intervene') in fact turned out to be an
extremely hard cognitive problem when this role was
simulated for future incidents. The decision to intervene is
an intricate trade-off between multiple interacting goals
that are simultaneously active (e.g., separation safety,
system throughput, controller workload, user economic
concerns). In practical terms for the future system, early
interventions are likely to create various misunderstandings
with local airspace users who are uncertain about the
reasons for sudden restrictions or revisions. Early interven-
tion can also create problems downstream (in terms of
throughput, ef®ciency, backlogs) and controller workload.
Late intervention would leave more time for gathering
evidence: the exception manager can establish with more
certainty that problems are indeed afoot and which aircraft
are going to be affected. But every second spent assessing a
situation will have been lost resolving it. Management by
exception traps human controllers in a dilemma: interven-
ing early provides little justi®cation for restrictions (and
compromises larger air traf®c system goals). But intervening
late leaves little time for actually resolving the problem,
which by then will be well under way (thereby compromis-
ing larger air traf®c system goals). In conclusion, interven-
ing early is dif®cult, and intervening late is dif®cult, putting
the exception manager in a double bind.

It may also be problematic for air traf®c management by
exception to become smarter with experience. Consulta-
tions with practitioners inside and outside the studies
reported here indicate that late interventions may fre-
quently trigger a `that was close' reaction, and drive a swing
back over to early interventions. This will disrupt learning,
since early interventions resolve anticipated problems even
if there was no actual problem developing. They eradicate
any evidence on whether the intervention itself was
actually warranted, possibly allowing slippage back to late
interventions until the awareness of close calls once again
shifts the decision criterion, and recycling the pattern.

When computerised decision support provides thresh-
old-crossing alarms (e.g., exceeding pre-set closure rates or
dynamic density ®gures) to ¯ag possible exceptions, they do
nothing to resolve the fundamental double bind between
early and late interventions. To assist the human supervisor
in making the call to intervene, the machine portion of a
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more cooperative human±machine architecture would
instead inform the human about the dif®culty or increasing
effort needed to keep relevant parameters on target,
allowing the supervisor to probe the nature of the dif®culty
and assess the requirement of his involvement.

Despite the intentions of those involved in ATC
improvements, many developments remain fundamentally
technology-centred. Developing the technology (automatic
dependent surveillance, con¯ict probes, digital commu-
nications) remains the primary activity around which all
else is organised. The focus is on pushing the technological
frontier; on creating the technological system in order to
in¯uence human cognition or human activity. These efforts
are likely to produce ideas (for instance, that controllers
will become exception managers) which are based on
generous assumptions about human performance and
collaborative activity. Similarly, these efforts are likely to
produce computerised support that is not cooperative from
the human controller's perspective. Indeed, it can make the
relatively easy problems in a controller's life go away, but
make the hard ones even harder.
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